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What is 5G?

5G (5th generation wireless systems) is the next major phase of mobile
telecommunications standards. The scope of 5G will ultimately range from
mobile broadband services to next-generation automobiles and connected
devices.

Bridging Wireless Communications Design and Testing with MATLAB

W H I T E  PA P E R   |   9 

Figure 5. Growing connectivity in new applications enabled by the latest wireless standards and technologies.

A range of MATLAB toolboxes are available that enable engineers to design and test standard-compliant 5G, LTE, 
WLAN (802.11), and Bluetooth Low Energy systems. These toolboxes provide capabilities that support the four use 
cases outlined in the previous section. 

Semiconductors
and components:
Baseband, RF, Antenna

Communications
Infrastructure

Mobile
Devices

Emerging Application Markets
- Automotive
- Medical
- Industrial
- Smart home
- Smart city

Use Case Capabilities of Wireless Standards Toolboxes

End-to-end simulation • Simulate the transmitter, channel models,  
and reference receiver

• Analyze bit-error rate (BER) and throughput

Waveform generation • Generate standard-compliant waveforms
• Set parameters graphically or programmatically
• Use in simulation and over-the-air with RF instruments 

and software-defined radios

Golden reference for design verification • Customize “white box” implementations of stan-
dard-compliant algorithms

Signal reception and recovery • Capture and decode real-world signals 
• Validate receiver designs
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Cellular communications generations and 5G - Main drivers

1 Introduction and Motivation4

 ● enable the remote control of vehicles or machines in dangerous or inaccessible areas, as for instance 
in the fields of mining and construction [7];

 ● revolutionize health services, for instance through the possibility of wirelessly enabled smart 
 pharmaceuticals or remote surgery with haptic feedback [8];

 ● accelerate and, in some cases, enable the adoption of solutions for so‐called Smart Cities, improv-
ing the quality of life through better energy, environment and waste management, improved city 
transportation, etc. [9].

Ultimately, directly or indirectly through the stated impacts on vertical industries, 5G is likely to 
have a huge impact on the way of life and the societies in which we live [10].

The mentioned wide diversity of technology drivers and use cases is a unique characteristic of 5G 
in comparison to earlier generations of cellular communications, as illustrated in Figure 1‐1. More 
precisely, previous generations have always been tailored towards one particular need and a particu-
lar business ecosystem, such as mobile broadband in the case of Long‐Term Evolution (LTE), and 
have hence always been characterized by one monolithic system design. In contrast, 5G is from the 
very beginning associated with the need for multi‐service and multi‐tenancy support, as detailed in 
Section 5.2, and is commonly understood to comprise a variety of tightly integrated radio technolo-
gies, such as enhanced LTE (eLTE), Wi‐Fi, and different variants of novel 5G radio interfaces that are 
tailored to different frequency bands, cell sizes or service needs.

Beyond the technology as such, 5G is also expected to imply an unprecedented change in the value 
chain of the mobile communications industry. Although a mobile‐operator‐centric ecosystem may 
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Figure 1-1. Main drivers behind past cellular communications generations and 5G.
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5G motivation on data rates

More applications demand high data rates

• HD video streaming

• Virtual reality (VR)

• Autonomous vehicles

Peak data rates

• Best-case scenario (at cell-center)

• ≈ 20 Gbps for 5G

• 100 times faster than 4G LTE

Cell edge data rates

• Worst-case scenario

• ≈ 100 Mbps for 5G

5G motivation on data rates

• More Applications Demand High Data Rates

• HD video streaming

• Virtual Reality (VR)

• Autonomous vehicles 

• …

• Peak Data Rates 

• Best-case scenario

• At cell center

• 10 Gbps for 5G

• 100 times faster than 4G LTE

• Cell Edge Data Rates
• Worst-case scenario

• 100 Mbps for 5G

• 100 times faster than 4G LTE
51
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5G motivation on latency

Interactive applications requires very low latency

• Autonomous vehicles

• Tactile internet

• Multi-user online gaming

Mission-critical communications needs low latency on

• Real-time control

• Automation of dynamic processes (e.g. energy distribution,
intelligent transport systems)

5G target on latency - 1ms

• 10 ms in 4G LTE
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5G motivation on energy consumption

• Green Communications must be realized in 5G
• Energy consumption per bit should fall by 1000 times

• Battery lifespan of mobile devices needs to be prolonged for more
power-hungry applications

• Reduce the operational expenditure (OPEX) of Mobile Network
Operators (MNO)

• Energy consumption has a very high impact on the overall
operational cost of telecom providers

• BSs account for almost 60% of the overall energy consumption of
existing cellular networks

• Investments for new traffic demands have no proportional revenue
when there is low energy efficiency in the network

• Energy Harvesting from renewable resources: Solar/wind power, etc.
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5G motivation on scalability

Devices will reach 50 billion by 2023

• Internet of Things

• Healthcare devices

Location-aware communications will benefit

• Mission-critical services

• Energy efficiency

• Throughput increase
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5G motivation on connectivity

5G should support mobility of up to 500 km/h

• High-speed railway

• Vehicle-to-vehicle communications

Connection density is 1 million/km2

• Mission-critical services

• Energy efficiency

• Throughput increase

Mobility on demand (MoD) can support a wide range of mobility

• Static utility meters

• Walking pedestrians

• High-speed trains
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5G motivation on security and privacy

Great challenges on data security and user privacy

• Mobile payment

• Cloud storage, etc.

5G motivation on SECURITY & PRIVACY 

*DATA PROTECTION LAWS OF THE WORLD HANDBOOK (2016)
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5G timeline

75G Development with MATLAB

5G Standard: Timeline

The 3GPP standardization group defines the wireless 5G standard, 
with help from many participants and contributors around the 
globe. Release 15 of the 3GPP standard, finalized in June 2018, 
introduces the 5G standard. Physical layer algorithms, millimeter wave 
technology, and massive MIMO architectures are expected to be 
significantly different from 4G LTE technologies. 

Current 5G development focuses on enabling technologies such 
as flexible baseband and RF technologies, hybrid beamforming, 
and massive MIMO systems; rapid prototyping and field trials; and 
verification of compliance with the new standard specifications.

LTE ADVANCED (PHASE C)

RELEASE 10 RELEASE 11 RELEASE 12 RELEASE 13 RELEASE 14 RELEASE 15 RELEASE 16

5G RESEARCH, PROTOTYPE, AND TRIAL 5G DEPLOYMENT

LTE ADVANCED (PHASE B)LTE ADVANCED (PHASE A)

5G STANDARD

FIRST RELEASE OF 5G
SPECIFICATION: 06/2018

5G PRODUCT

SECOND RELEASE OF 5G
SPECIFICATION: 12/2019

2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021

3GPP STANDARDIZATION TIMELINE
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Key capabilities

International Mobile Telecommunications (IMT) - Focus group in ITU-R2.4 Use Cases Considered in NGMN and 5G PPP Projects 19
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Figure 2-1. Key capabilities of IMT beyond 2020 [2]. a) Expected enhancements of IMT‐2020 vs. IMT‐Advanced.  
b) Importance of KPIs for different service types.

12 / 35



Motivation KPIs & Use cases Architecture Future Wireless Comm. References

Comparing 4G and 5G
7/21/2020 Getting to 5G: Comparing 4G and 5G System Requirements - Qorvo

https://www.qorvo.com/design-hub/blog/getting-to-5g-comparing-4g-and-5g-system-requirements 2/5

The figure below provides a comparison of the performance characteristics and technical specifications of 4G
and 5G technology.

 

The following table summarizes the major differences between 4G and 5G technology.

4G (Today, Before Further Developments) 5G

Latency 10 ms Less than 1 ms

Peak data rates 1 Gbps 20 Gbps

Number of
mobile
connections

8 billion (2016) 11 billion (2021)

Channel
bandwidth

20MHz

200kHz (for Cat-NB1 IoT)

100MHz below 6GHz

400MHz above 6GHz

Frequency band 600MHz to 5.925 GHz 600MHz–mmWave (for example,
28GHz, 39GHz, and onward to
80 GHz

Uplink
waveform

Single-carrier frequency division multiple access
(SC-FDMA)

Option for cyclic prefix
orthogonal frequency-division
multiplexing (CP-OFDM)

User Equipment
(UE)
transmitted
power

+23 decibel-milliwatts (dBm) except 2.5GHz time-
division duplexing (TDD) Band 41 where +26dBm,
HPUE is allowed

IoT has a lower power-class option at +20dBm

+26dBm for less than 6GHz 5G
bands at and above 2.5GHz

 

Qorvo uses cookies and other technologies to enhance your experience, display customized content, secure
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5G latency and speed

31

1.2.4  5G latency & speed 

Faster speed and lower latency will define the 5G era customer experience

5G will provide much higher data throughput, enabling 
a significantly better customer experience. Most of the 
headlines, marketing pitches and even official targets, 
will be based on the faster speeds delivered by 5G 
networks. 

Faster speeds, however, are not the only determinant 
of overall customer experience3. In particular, the 
reduction in latency (delay) for data’s transit across 
the 5G networks and to end users will play a major role 
in unlocking new use cases in the 5G era. The Tactile 
Internet and Immersive Communications services are 

examples of use cases that will benefit from 5G’s lower 
latency capabilities, as outlined in Figure 1.2.4.

While the headline speed and latency will be 
regularly promoted, what will matter most for 5G era 
services is the consistency in achieving the claimed 
service performance. For example, suppose tactile 
internet can work with 10ms latency, this can be 
achieved in modern 4G networks, however only on 
a few occasions and in ideal scenarios. In contrast, 
5G networks should be able to meet the same 
performance levels most of the times. 
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+
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FIGURE 1.2.4

5G WILL SUPPORT LOW LATENCY AND HIGH THROUGHPUT SERVICES 

3. https://www.econstor.eu/bitstream/10419/148707/1/Stocker-Whalley.pdf 

Introducing the 5G Era
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Priority use cases in 5G deployments

IFA’2019

PriorITY USE CASES in 5G DEPLOYMENTS

Enhanced Mobile 
Broadband

Massive IoT
Ultra-Reliable, 
Low-Latency 

Communications

74%

21% 5%

• Smart Homes
• Smart Cities
• Smart Buildings
• Multiple Vertical 

Industries

• Advanced AR and VR
• Connected and Autonomous 

Vehicles
• Industrial and Vehicular Automation
• Mission Critical Broadband (e.g., 

Emergency Services)

• Ultra-fast Internet (Gigabytes/s) 
• Enhanced Video (4K, 8K, 3D, 

360-degree video, ultra HD live 
streaming on mobile)

• Integrated mobile/video customer 
experience

• Early Augmented and Virtual Reality 
• Work and Play in the Cloud

Fixed Wireless 
(launch in the second 

half of 2018)

+

Alternative to  Fixed Broadband  Connectivity ! 
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Importance of KPIs for different service types

2.4 Use Cases Considered in NGMN and 5G PPP Projects 19
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Figure 2-1. Key capabilities of IMT beyond 2020 [2]. a) Expected enhancements of IMT‐2020 vs. IMT‐Advanced.  
b) Importance of KPIs for different service types.
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Spectrum availability and trade-off

8 Ericsson | 5G deployment considerations

Figure 5: Spectrum trade-off.

Each spectrum band has different 
physical properties, meaning there are 
trade-offs between capacity, coverage and 
latency, as well as reliability and spectral 
efficiency, as illustrated in Figure 5. If the 
network is optimized for one metric, there 
may be degradation of another metric.

These trade-offs need to be taken 
into consideration when planning 5G 
deployments, especially with regard to  
the operator’s service focus, whether this is 
enhanced mobile broadband, massive IoT, 
critical IoT or Fixed Wireless Access,  
for example.

Low-band spectrum has historically 
been used for 2G, 3G and 4G networks 
for voice and mobile broadband services, 
as well as broadcast TV. The available 

bandwidth is typically between 10 MHz 
and 30 MHz. This makes this spectrum 
most suitable for wide-area and outside- 
in coverage from macro base stations. For 
a typical 5G mobile broadband use case, 
capacity and latency are similar to 4G on 
the same band.

Legacy mid-band spectrum is currently 
used for 2G, 3G and 4G services. New mid-
band spectrum has typically been allocated 
in 3.5 GHz spectrum bands. In these bands, 
especially in the new higher spectrum, we 
are likely to see larger bandwidths (50–100 
MHz). This will enable high-capacity, lower-
latency networks which can be used for new 
5G use cases, with better wide-area and 
indoor coverage than higher-band spectrum.

Source: IEEE – A survey on Low latency towards 
5G RAN, Core network and Cashing solutions.
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Each spectrum band has different 
physical properties, meaning there are 
trade-offs between capacity, 
coverage and latency, as well as 
reliability and spectral efficiency.
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Cloud-native Architecture

Disaggregation

5G Americas  |  Security Considerations for the 5G Era    7

1. Threat Landscapes Throughout Generations
1.1 Why is 5G Different?
5G is the next generation of wireless technology and differs significantly from previous wireless networks. 
Previous iterations, such as GSM/CMDA (2G) and HSPA/eVDO (3G,) were designed to connect people to 
people predominantly through voice and text, while LTE/LTE-A (4G) was designed to connect people to the 
Internet. 5G expands upon this evolution through ubiquitous connectivity of things to people, services, the 
Internet, and things. To accomplish this, the network is re-architected to utilize software defined networking 
(SDN) for adaptability, network functions virtualization (NFV) for new services and enhanced capabilities 
and cloud-native architectures for scalability of resources. The novel network infrastructure enables 
disaggregation and virtualization, leading to a Control Plane and User Plane Separation (CUPS) with 5G Non-
standalone (NSA) and introduces capabilities like network slicing and multi-access edge computing (MEC) 
with 5G Standalone (SA). 5G SA migrates to a Service Based architecture (SBA) so 5G utilizes a producer-
consumer services model instead of fixed functional entities.

1.2 Cloud-Native Architecture: Disaggregation and Virtualization
The 5G architecture takes advantage of cloud-native concepts like self-contained functions within or across 
data centers (the cloud), communicating in a micro-services environment with all elements working together 
to deliver services and applications. The cloud-native 5G architecture enables an elastic, automated 
environment where network, compute and storage services can expand, and contract as needed. Many 
telecommunications and mobility functions can now be hosted as software services and dynamically 
instantiated in different network segments. The overall 5G network needs to be pliable and is ultimately 
designed to be software configurable.

Figure 1: Monolithic versus Disaggregated Architecture
Network Appliance Approach Network Function Virtualization

Picture courtesy of ETSI.org

Figure 2: Evolution from network appliances to virtualization

Virtualization
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End-to-end architecture overview
5.3 E2E Architecture Overview 89

A central cloud (or centralized cloud) typically comprises multiple powerful computing and stor-
age resources which may be several hundred kilometres apart [6]. These data centres are connected 
among each other by a wide area network (WAN). The WAN also connects the data centres of the 
central cloud to the data centres of the edge cloud. Physically, this WAN is based on optical fibers 
with capacities of 10 Gbps and higher, see also Section 7.3. Its topology can differ significantly accord-
ing to the needs and preferences of the network operator: It may have multiple hierarchy  levels, e.g., 
long‐haul links on a high level that interconnect regional and metropolitan networks on the underly-
ing level. On each of these hierarchy levels, star, ring, tree or chain topologies may be deployed. 
Redundancy must be foreseen in the WAN, because otherwise a router or link failure might affect a 
huge number of terminals. It should be noted that usually this WAN will not be available for exclu-
sive use by 5G networks. Typically, it is shared between fixed and mobile services with the larger 
demand portion originating from fixed services.

The edge cloud is located in the vicinity of the RAN, which may reduce the delays and the jitter at 
the cost of reduced computational and storage resources [6]. The dominant requirements for the 
fronthaul connectivity between an edge cloud data center and the radio access point at the antenna 
site are low latency and high capacity, as detailed further in Sections 6.6.2 and 7.6.1. In the case 
of centralizing radio access protocol layers, latency should be less than 100 – 200 μs. Therefore, 
the distance between edge cloud and antenna site should not exceed a few 10 km, and a dedicated 
point‐to‐point connection should be used. For efficiency reasons, multiplexing (i.e., wave or time 
division multiplexing) several of these connections onto a single fiber are necessary. The suitability 
of Ethernet switching requires further studies as it introduces additional delay and delay jitter. The 
required speed of the fronthaul connection depends on the implemented fronthaul split, as detailed 
in Section 6.6.2, the properties of the radio signal that shall be transmitted over the air interface, 
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Figure 5-5. E2E architecture overview [5].
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integration
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Softwarization; Multi-tenancy; Multi-Access Edge Computing
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Functional split between NG-RAN and 5G core

5.3 E2E Architecture Overview 91

allocation of the main functions in logical nodes, and the resulting split between NG‐RAN and 5G 
core (5GC), as defined by 3GPP, are provided in Figure 5‐6.

Apart from 3GPP activities, there is also ongoing research [5] of concepts aiming to provide a high 
degree of architecture flexibility, e.g., a flexible assignment and integration of RAN and CN func-
tions. Focus of future research work is to develop all options and compare them in terms of flexibility, 
complexity and cost involved in meeting the requirements of future use cases.

5.3.3 QoS Architecture

As mentioned before, 5G will need to simultaneously accommodate a large diversity of use case 
requirements, as detailed in Section 2.2. This implies that there need to be flexible and highly granu-
lar E2E means to handle and prioritize different traffic types, or even different packets belonging to 
the same traffic type. As an example for the latter, it is typically desired to give short packets related 
to Transmission Control Protocol (TCP) connection requests (and responses) a higher priority than 
other packets related to the same TCP traffic, in order to avoid an unnecessary delay of connection 
setup time.

In this respect, a key limitation in the LTE QoS architecture [9] is that the finest granularity of dif-
ferentiating mobile data is on the level of radio bearers. Within one bearer, which can be established 
to reflect guaranteed bit‐rate or non‐guaranteed bit rate traffic and which is characterized by a QoS 
class identifier (reflecting priority, acceptable delay, and packet loss rate), all packets are treated in 
the same way. Also, there is a one‐to‐one mapping of radio bearers to EPS bearers. If now a single 
wireless communication link has to carry data related to very different service requirements, one 
would have to setup individual radio bearers to be able to sufficiently differentiate the traffic, which 
would be highly inefficient. Further, LTE is not able to treat packets within a PDU session differently, 
e.g., the aforementioned prioritization of TCP packets related to TCP session setup is not possible. 
Hence, there is a general consensus that 5G needs to provide a much more granular approach to QoS 
management, allowing for a more flexible and independent QoS handling in the CN and RAN, and 
in particular allowing a packet‐specific traffic differentiation when needed.

gNB Router

Cloud 
infrastructure

5G RAN 5G core network

RRM functions
Slice support
QoS
Routing U/C plane
Connection setup

AMF

SMF

UPF

Security
Authentication
Mobility management
SMF selection

Session management
Traffic steering
Policy enforcement
Control of QoS

Packet routing
Packet inspection
Usage reporting
UP QoS handling

Figure 5-6. Functional split between NG‐RAN and 5G core [8].Logical nodes
RRM: Radio Resource Management - AMF: Access and Mobility Management Function
SMF: Session Management Function - UPF: User Plane Function
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Functional split NG-RAN
6 RAN Architecture134

6.6.1 Control Plane/User Plane Split (Vertical Split)

A separation of CP and UP functions (aka vertical split) is for instance investigated in detail in [28] 
and motivated by the fact that [27]

 ● it enables the introduction of SDN principles also in the RAN [29][30];
 ● it allows for a separate optimization of the placement of CP and UP functionality, as detailed 

 further in Section 6.6.3, and an independent scaling of CP and UP;
 ● in multi-vendor networks, a standardized interface to the CP enables a consistent control over 

 network entities and NFs from different vendors, e.g. in terms of interference management for 
ultra‐dense networks [20];

 ● due to the tight coupling of CP and UP functions in today’s networks, the replacement or upgrade of a 
CP function often requires also the replacement of UP functions. Designing the CP and UP functions 
such that they are inherently less coupled and better separable might offer significant cost savings.

However, there are also major disadvantages of a CP/UP split that have to be considered:

 ● Standardization is required in case the interfaces between CP and UP have to be extended to intro-
duce new features, which might slow down their introduction. Integrating additional interfaces in 
a proprietary manner in combination with standardized ones is not a suitable solution, as it would 
compromise the main benefit of a CP/UP split;

 ● Additional effort in terms of testing is required to guaranty the interoperability of CP and UP func-
tions from different sources, shifting the effort from single vendors to system integrators support-
ing mobile network operators;
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Figure 6-10. Architectural evolution from 4G to 5G: Towards a two‐dimensional split into CP/UP NFs and CUs/DUs [27].
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Next generation interfaces for connecting logical
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Control plane / user plane split

• Enables the introduction of SDN

• Optimization

• Consistent control in multi-vendor
networks (interference management)

• Costs savings

Centralized units / decentralized units split

• Centralized resource management,
performance gains

• Shift functions to different locations based
in use cases requirements - multi-access
edge computing (MEC)

• Adapt RAN processing to different
deployments and infrastructures
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Modularization

Network elements split into basic modules or Network Functions (NFs)

• Formalizes the NFs as founding logical elements

• Achieve the paradigm of convergent network

• Next generation interfaces (inter-NF interfaces; CP-UP interfaces)

5G Americas  |  Security Considerations for the 5G Era    12

1.4 Threats, Vulnerabilities and 
Attacks—5G Standalone
Starting in late 2020, operators will begin to deploy 
their 5G Core Networks which will allow them to 
deploy 5G Standalone services. In addition, the 
5G Core Network along with the implementation of 
3GPP Release 16 specifications will allow for the 
commercialization of the Massive Machine-Type 
Communications (mMTC) [4] and Ultra-Reliable Low 
Latency Communications (URLLC) [4] use cases.

Figure 5: 5G Standalone Architecture

As described in Section 2.1, key aspects that 
differentiate 5G SA from 5G NSA and older versions 
of wireless networks are areas of improved wireless 
privacy that conceal the IMSI, a Service Based 
Architecture (leveraging Cloud-Native techniques,) 
SDN and NFV.

1.4.1   Service Based Architecture
The 5G ecosystem is largely composed of software 
that could run-on general-purpose hardware that 
communicates with application programming 
interfaces (APIs). The integrity of the software, 
especially from open-source locations and the 
overall software supply chain, is an area of 
vulnerability. 5G leverages Cloud-Native principles, 
where services can be created, destroyed, and 
constantly communicating with each other in a 
dynamic fashion. All systems must be properly 
authenticated with protected communication 

to prevent unauthorized instructions, or the 
unauthorized access to resources (having the ability 
to instruct the system to exhaust its resources is 
one form of DoS attack). In the 5G architecture 
users will have access to network specific services. 
Any current hardware or software faults (including 
operating systems) will also exist in 5G architecture. 
Ultimately, 5G hopes to use the concepts of SDN 
and NFV, and both come with unique threats and 
vulnerabilities.

1.4.2   SDN
At its heart, 5G systems and functions are 
programmable software modules. Much time and 
research has been devoted to understanding the 
security concerns of programmable modules in large 
systems. The ability to program functionality means 
the operator, or even the user, can change the way 
the entire system’s or software’s behavior. As such, 
it’s crucial that only authorized entities have the 
ability to change or program the network; the provider 
vets and controls the end-user’s capabilities. This 
applies to both human-selected and automated 
service chains. Prior to implementation—and if 
programmability is available—there must be a way 
to test if changes in behavior produce the desired 
result instead of unintended outcomes. Network 
verification techniques are currently being used to 
ensure that a network is adhering to its intended 
policies. It’s not clear if the network verification 
system itself can be vulnerable to attack, which 
might deceive the operator into believing policies 
are being adhered to when they are not.

1.4.3   NFV
Both the integrity of the code that comprises a 
virtualized function and the interaction between 
virtualized functions themselves is important. Open-
source software is a concern in any environment 
where it can be used. The functions that comprised 
the 5G system can be composed of open-source 
software elements, but their security and integrity 
is not always known. The virtualized elements must 
communicate with each other in a standardized, 
API-style environment. The APIs themselves must 
adhere to standards but must also have safeguards 
in place to avoid being manipulated in unintended 
ways to cause disruption.
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Modularization 5G core

UE (R)AN UPF

AF

AMF SMF

PCF UDM

DNN6

NRFNEF

N3

N2 N4

AUSF

Nausf Namf Nsmf

NpcfNnrfNnef Nudm Naf

NSSF

Nnssf

N9

SCP
NSSAAF

Nnssaaf

Namf, Nsmf, · · · : service-based interfaces used within the CP
N1, · · · , N9: reference points (interactions among NFs)

NSSAAF: Network Slice Specific Authentication and Authorization
Function
AUSF: Authentication Server Function
AMF: Access and Mobility Management Function
SMF: Session Management Function
SCP: Service Communication Proxy
NSSF: Network Slice Selection Function
NEF: Network Exposure Function
NFR: Network Function Repository
PCF: Policy Control Function
UDM: Unified Data Management
AF: Application Function
UPF: User Plane Function
DN: Data Network

Main functionalities

AMF mobility management, NAS ciphering and
integrity protection, lawful interception,
access authentication and authorization,
security anchoring, security context
management

SMF session management, UE IP address
allocation and management UP function
selection and control, policy enforcement
and QoS, roaming functionality

AUSF authentication and authorization
functionalities

NEF collect, store and securely expose the
services and capabilities provided by 3GPP
NFs

NFR maintaining and providing the deployed NF
instances, support the service discovery
function

UPF anchor point for intra- and inter-RAT
mobility, packet routing and forwarding,
UP QoS handling, traffic accounting and
reporting
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Network slicing & Multi-tenancy

Network slice: Independent logical network shaped by the interconnection of a subset of NFs,
composing both CP and UP, and which can be independently instantiated and operated over physical
or virtual infrastructure.
Different tenants can get their own network customized for a specific purpose.

5.2 Enablers anddDesign Principles 83

the decoupling of software‐based network functions from the underlying infrastructure resources by 
means of utilizing different resource abstraction technologies.

Furthermore, as explained in the previous paragraph, modularization will play a fundamental role. 
For instance, well‐known resource sharing technologies such as multiplexing and multitasking, e.g., 
wavelength division multiplexing (WDM) or radio scheduling, can be advantageously complemented 
by softwarization techniques such as NFV and SDN. Multitasking and multiplexing allow sharing 
physical infrastructure that is not virtualized. NFV and SDN allow different tenants to share the 
same general‐purpose hardware, such as commercial off‐the‐shelf (COTS) servers. In combination, 
these technologies allow building fully decoupled E2E networks on top of a common, shared infra-
structure. Consequently, multiplexing will not happen on the network level anymore, but on the 
infrastructure level, as depicted in Figure 5‐1, yielding better quality of service (QoS) or quality of 
experience (QoE) for the subscriber (as different slices will have tailored orchestration for a given 
service) as well as improved levels of network operability for the mobile service provider or mobile 
network operator.

In principle, a network slice is a logical network that provides specific network capabilities and 
network characteristics and comprises NFs, computing and networking resources to meet the 
 performance requirements of the tenants, for instance verticals. This comprises both radio access 
network (RAN) and CN NFs and, depending on the degree of freedom that a tenant may have, also 
the management and orchestration (MANO) components. A network slice may be dedicated to a 
specific tenant or partially shared by several tenants that have the same performance requirements 
but  different security or policy settings. The decoupling between the virtualized and the physical 
 infrastructure allows for the efficient scaling in, out, up or down of the slices, hence suggesting the 
economic viability of this approach that can adapt the used resources on demand.

Network slices are created mostly with a business purpose: Following the 5G vertical markets para-
digm [2], in which different tenants can get their own network customized for a specific purpose, an 

Network infrastructure layer

Business layer

Network control layer

Network-as-a-Service

Infrastructure-as-a-Service

Slice 1
Slice 

orchestrator
Slice 2

VNF 1

VNF 2

Controller VNF 3 VNF 1

VNF 2 VNF 3

Controller VNF 4

Figure 5-1. An example of a network‐sliced architecture.

5 E2E Architecture86

Theoretically, this customization goal can be achieved by having several physical networks 
deployed, one for each service (or even one for each business entity). Isolated services can hence use 
their resources in an optimal way, avoiding difficult re‐configuration of hardware and network enti-
ties as well as the need to accommodate possibly conflicting performance objectives. Clearly, this 
approach cannot be applied to real networks in a cost‐efficient manner; therefore, it calls for a solu-
tion that allows for both an efficient resource sharing and multi‐tenancy infrastructure utilization.

An intermediate approach to multi‐tenancy, which does not involve on‐the‐fly reconfigurations, is 
already standardized for 3rd generation (3G) cellular [3] and applied by many operators who currently 
share physical cell sites. However, the equipment still belongs to each operator or a joint venture of 
involved operators, limiting hence the achievable cost reduction. 5G networks will go one step further, 
pushing for the active sharing of resources within the same infrastructure among different tenants, 
allowing for the monetization of so‐called vertical sectors. In such scenarios, also non‐operators may 
utilize network resources and functions to compose their own (virtualized) network instance.

The future 5G network E2E architecture should hence build on the network programmability and 
network slicing concepts described in the previous two subsections, to create completely novel 
deployment choices. More specifically, the future E2E architecture of 5G networks shall not only 
allow for (re)programming the behavior of individual NFs, but also for the adaptation of the network 
topology, i.e., the geographical distribution of NFs. In other words, while the option of re‐configuring 
the behavior of network elements was already available in legacy systems (even though in a limited 
fashion only), the topology of such networks was static and bound to the geographical distribution of 
network nodes. In this way, the deployment location of a NF can a) be modified more easily, and b) 
be different for two instances of the very same NF, e.g., when instantiated for different network slices.

The result is an environment such as the one depicted in Figure 5‐3: Different verticals may create 
their own network slice to serve their terminals by having a business relationship with a telecom 
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Figure 5-3. A tenant‐enabled network.

Network slicing calls for a novel architecture capable of flexibly orchestrating and configuring all the
resources, functions, and entities used by a network slice → Network softwarization
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Network softwarization
Bring the network programability beyond SDN: the SDN principles are extended to all control and
data layers as well as management functions deployed in mobile networks

5 E2E Architecture84

infrastructure provider will assign the required resources for a network slice which in turn realizes 
each service of a service provider portfolio (e.g., the vehicular URLLC network slice, the Factory of 
the Future URLLC network slice, and/or the health network mMTC network slice). The required 
resources are provided according to different resource commitment models, ranging from rather 
static reservations to on‐demand provisioning.

Network slicing calls for a novel architecture capable of flexibly orchestrating and configuring all 
the resources, functions, and entities used by a network slice. This role is played by the network soft-
warization concept described in the following section. Additional information and detailed aspects 
about network slicing can be found in Chapter 8.

5.2.3 Network Softwarization

Future 5G networks will bring the concept of network programmability beyond what is now possible 
with SDN. While SDN splits routing and forwarding capabilities of a switch and reassigns the former 
to an SDN controller, this split between logic and agent should be performed for any NF, including 
the ones related to the CP. That is, the SDN principles are extended to all control and data layers as 
well as management functions usually deployed in mobile networks. An example of this view is 
depicted in Figure 5‐2, in which an enhanced controller extends the SDN capabilities to different 
kinds of functions in the network.

The following three categories can be identified: (i) networking control functions (e.g., mobility and 
session management, and potentially QoS/QoE control); (ii) connectivity control functions (mainly 
packet forwarding or SDN‐based packet forwarding); and (iii) wireless control functions (e.g., radio 
link adaptation and scheduling). This last category, however, may not be fully implemented using a 
software‐defined approach, for instance due to scalability reasons.

Unified northbound interface

Specialized
southbound 

interfaces

VNF3
VNF4

VNF5

VNF1

VNF2

SDN transport network

Network cloud

Edge cloud

Controller

Radio
control Traffic 

Steering

VNF (re)-configuration

Network slice QoS requirements

Network slice

To application

App

Figure 5-2. Applying softwarization in a network slice.
Enhanced Controller

1 Networking control functions (e.g., mobility and session management, and potentially
QoS/QoE control)

2 Connectivity control functions (mainly packet forwarding or SDN-based packet forwarding)

3 Wireless control functions (e.g., radio link adaptation and scheduling)
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Softwarized Network Control
Abstract technology-specific or implementation-specific aspects of the network ecosystem with
interfaces towards the MANO stack and to different control applications

5.4 Novel Concepts anddArchitectural Extensions 103

Interface C: This interface is used to convey the control application specific information derived 
during the translation from high‐level tenant requests and established SLAs into the network slice 
resource provisioning, NFs logic, and lifecycle parameters. For example, with respect to the mobility 
management application, this interface can convey the information about the most suitable mobility 
management scheme and corresponding network slice template with respect to the agreed SLA and 
service policies. Depending on the QoS service requirements attached to the network slice, a corre-
sponding mapping onto latency, bandwidth, computing and storage requirements, QoS thresholds to 
monitor, etc. can be conveyed to the QoS/QoE application via this interface.

5.4.6 Control/User Plane Split

Due to the envisioned extensive application of the software-defined networking concept to all the 
NFs in a mobile network, the control and user plane will necessarily be split by the controllers, as 
controllers split the functionality between the application logic (i.e., the intelligence that runs in the 
applications) and the agents running in the NFs. Therefore, the 5G control and user plane architec-
ture pivots on the controllers.

Applications are a centralized control layer that comprise an ecosystem of applications controlling 
the underlying NFs (dedicated or shared), exploiting the advantages of the SDN approach:

 ● Joint access and core optimization: The transition towards a VNF based architecture is blurring 
the current concepts of access and CNs. The possibility of running VNFs almost everywhere in a 
cloudified network enable the possibility of jointly optimizing functions that have always been in 
separated boxes. This fact has important implications for the network control and orchestration;

 ● One common interface to all network functions: Having one reference point (i.e., the interface 
A) on the northbound interface of the controllers allows for diversity in both NF and application 
developers. The controller should offer the necessary abstraction to provide efficient centralized 
control;

 ● Efficient resource sharing: Having one centralized reference point for NFs assigned to different 
slices allows for their control according to the shared resources quota they are entitled to. This is a 
cleaner approach compared to different peer‐to‐peer interfaces across network functions.

Enhanced Controller
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NF
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2
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3

Control 
App 1

Control 
App 2

Control
App 3

Control
App 4

M
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N
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C

Dedicated NFs Shared NFs

Figure 5-13. Possible enhanced network 
controller architecture.

Interfaces

A Enforces the conditions defined by the control apps that must be realized for a given traffic
identifier on dedicated NFs and resources to fulfill the targeted SLA with respect to the
relevant service policy.

B Controls and configures parameters of the dedicated or shared PNFs and VNFs which imple-
ment the NFs on the data path.

C Conveys the control app specific information derived during the translation from high-level
tenant requests and established SLAs into the network slice resource provisioning, NFs logic,
and lifecycle parameters.
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Mobile or Multi-access Edge Computing
Move applications close to the radio (physically collocated with base stations)5 E2E Architecture88

3GPP will likely not fully take up this topic before 3GPP Release 16. For the first commercial 5G 
products, it is, hence, left to proprietary implementation which information is passed from the 5G 
network to the MEC environment.

5.3  E2E Architecture Overview

The mobile network functional architecture has traditionally been divided into two main components: 
RAN and CN. With the current trend of network softwarization, the decomposition and the  subsequent 
centralization of monolithic NFs, the border between these two components in 5G may not be as 
sharp as it was in previous generations. This certainly provides advantages when enabling the novel 
concepts described in the previous section, but it also entails a set of new challenges that have to be 
addressed by the new E2E architecture and the modules that will provide these functionalities.

Overall, there is a general agreement on how the E2E architecture will look like, as depicted in 
Figure 5‐5. This representation, as agreed by several relevant stakeholders in [5], includes several 
modules that will be described throughout this section, and will support the enabling concepts, such 
as network slicing, as described in Section 5.2 and detailed in Chapter 8.

5.3.1 Physical Network Architecture

Future 5G networks will have a heterogeneous physical deployment, in terms of different frequency 
bands, different cell sizes, but also the co‐existence of different RATs and so‐called air interface vari-
ants (AIVs), as detailed in Section 6.4.1. In contrast with the current architecture, the introduction of 
network softwarization techniques will be the key to the physical deployment of different processing 
sites that will be used for different purposes according to the orchestrating services. We can mostly 
distinguish between two categories: edge clouds or central clouds.

MEC Application Platform

MEC Application Platform Services

Traffic Offload 
Function

Radio Network 
Info Services

Comm.
Services

Service
Registry

VM

MEC App

VM

MEC App

VM

MEC App

VM

MEC App

MEC Hosting Infrastructure

APIs

Figure 5-4. High‐level overview on a typical MEC environment.

Benefits

1 Reduced E2E latency; communication between UE and app server can be kept in local prox-
imity;

2 Increased networking efficiency;

3 Increased security, because application data can be confined within areas where it is actually
needed;

4 Providing applications access to local context and communications-related information (for
instance, an application may make use of proximity information among devices).
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Access-agnostic 5G core network & Interworking

Minimize any dependencies between CN y AN to enable access convergence
among 3GPP, non-3GPP, and fixed access networks

5 E2E Architecture100

etc., according to the actual use case requirements. For example, in case of static devices, the UE can 
always remain in the Connected Inactive state requiring only RAN tracking area updates for ensur-
ing its operation, whereas in cases of eMBB use cases more frequent UE tracking and related tracking 
area update (TAU) can be applied. For details on the new RRC state in 5G, the reader is referred to 
Section 13.3.

5.4.3 Access‐agnostic 5G Core Network

As already stated, one of the goals of 5G networks is the minimization of any dependencies between 
core and access networks. This is desired to enable access convergence among 3GPP, non‐3GPP 
and fixed access networks. Such a convergence requires that the core and access networks are 
evolved in an independent way. In other words, the CN has to be “agnostic” to the characteristics 
and features of the access networks. Note that in previous 3GPP releases, similar goals were  pursued 
under the “access integration” design goal, achieving only a certain level of interworking. With the 
design of “access‐agnostic” CNs, it is expected that a more flexible and future‐proof solution will be 
achieved. To achieve this notion of access-agnostic core, three alternatives have been identified and 
examined.

The first approach, illustrated in Figure 5‐11, impacts the 5G CN only. It requires the NF termi-
nating the AN/CN interface to be able to support all access networks (i.e., 5G RAN, LTE, Wi‐Fi, 
etc.). In practical terms, this would require the definition of a convergence sub‐function of the 
AMF. The advantage of this approach is that only the CN would be affected, and potentially all 
legacy access networks could be integrated without any modification required on their side. This 
solution, however, would increase the system complexity, as multiple AN‐CN interfaces would 
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Figure 5-11. Connecting an access‐agnostic core network with multiple access networks.

5.5 Internetworking, Migration anddNetwork Evolution 105

5.5.1 Interworking with Earlier 3GPP RATs

The integration of novel 5G air interfaces and the evolution of LTE that goes beyond the previous 
generation integration paradigms enables a high‐performing multi‐RAT system that is able to treat 
accordingly mobility between the various RATs and air interface variants (AIVs), handle UP aggrega-
tion for the various RATs and AIVs, charging, etc. For details on the definition of the notion of AIVs 
and further details, the reader is referred to Section 6.4.

The integration of the 5G AIVs with the previous generations requires a common interface with 
the 5GC for supporting E2E network slicing, new 5G services, enhanced multi‐RAT integration with 
common CN functions (e.g., several CN functions could be designed to be independent of the access), 
and new CP/UP splits in the 5GC. Such interface further facilitates dual connectivity, simplifies NAS 
implementations (by, e.g., avoiding a dual protocol stack at the UE), UE context management, etc.

In the RAN, the various AIVs shall have their logical inter‐node interface, Xn, for mobility pur-
poses, multi‐connectivity (in cases of non‐collocated deployments of nodes, smarter RAN paging 
based schemes, interference management, traffic engineering schemes, etc.)

Furthermore, a lot of sophisticated features such as Multimedia Broadcast Multicast System 
(MBMS), home eNBs, self‐organizing networks (SON) enhancements, IP multimedia sub‐system 
voice over LTE (IMS VoLTE), improved access control, mobility enhancements, etc., have already 
been added to LTE since Release 8, such that the interworking of the previous generations’ RAN with 
the 5GC can be straightforwardly implemented.

Figure 5‐14 shows the system architecture for the interworking between 4G and 5G. The inter-
working architecture enables users to move between the 4G and the 5G system. Further on, the sys-
tem architecture must also enable the system to serve a user with 4G and 5G simultaneously, for 
instance via multi‐connectivity, as covered in detail in Section 6.5. As a further option, the 4G BS or 
eNB can also be directly connected to the 5G CN. In such a case, the EPC can be removed.

The LTE EPC and the 5GC interact to facilitate the aforementioned interworking. In particular, the 
Mobility Management Entity (MME) interacts directly with the 5G control plane functions (CPFs), 

CPF

UPF

MME

S-GW

Xn

N2

Nx

5G 4G

N2
N3

S1-
MME

S1-UN2

N3

S5

Figure 5-14. Simplified architecture for interworking between 4G and 5G [10].

28 / 35



Motivation KPIs & Use cases Architecture Future Wireless Comm. References

Enablers

embedded SIM (eSIM)

• Permit remote management of the SIM on mobile devices

• 98% reduction in space over the removable SIM (allowing more room for batteries and
modems in 5G devices)

• Smaller form factors and remote provisioning for diverse IoT apps

• Secure, scalable, and minimal friction processes that enable operators to securely
authenticate devices on 5G networks

62

In recent years, developments in embedded SIM 
(eSIM) technologies that permit remote management 
of the SIM on mobile devices have matured to the 
point that major manufacturers have started to deploy 
eSIM technology on an increasing range of connected 
devices, including smartwatches and smartphones.

The traditional removable SIM card will continue to 
be the most used form factor in the early 5G era for 
mass-market devices such as smartphones. However, 
eSIM does provide benefits that may be very valuable 
for OEMs for 5G devices, two significant benefits 
being a 98% reduction in space over the removable 
SIM (allowing more room for batteries and modems in 
5G devices) and the ability to provision devices post-
sale to the consumer allowing much more freedom in 
device distribution models. This will lead to an increase 
in eSIM deployment as OEMs launch new devices with 
eSIM capability and operators increasingly support 
eSIM functionality (currently 100 operators worldwide 
support eSIM). Furthermore, the diversity of IoT 
applications for which 5G will be used will undoubtedly 
further increase the range of connected devices 

available to consumers and enterprises, requiring 
smaller form factors and remote provisioning. Secure, 
scalable and minimal friction processes that enable 
operators to securely authenticate devices on 5G 
networks will become increasingly important.

Achieving these secure, scalable and minimal friction 
eSIM processes is likely to see further evolution 
in the way eSIMs are manufactured. One possible 
evolution is an emphasis on enabling manufacturers to 
incorporate eSIM capability in their devices that bring 
with them pre-certified compliance to personalisation 
and certification schemes. Such techniques are being 
developed by manufacturers supporting so-called 
integrated or ‘system-on-chip’ eSIM solutions and can 
enable manufacturers to support eSIM without actually 
having the skills and capabilities in their own companies 
to manage eSIM production and personalisation and at 
reduced overall cost to the mobile industry. Ultimately, 
this would see eSIM as an enabler to connecting many 
more devices and device types to many different types 
of networks, potentially to even non-cellular networks.

FIGURE 2.1.8

TRADITIONAL SIM CARDS VS. REMOTE SIM PROVISIONING OF ESIM

2.1.15  eSIM in the 5G era

eSIM take up will continue to be measured, although ultimately the benefits to OEMs will 
cause mass-market adoption
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Enablers

Accelerating 5G momentum

46

10% 7% 6% 3%

49% 49% 31% 25%
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JAPAN

LATAM

EUROPE

MENA

CHINA

SSA

14%
Global

(2025, percentage of connections excluding cellular IoT)

BY 2018 BY 2020 BY 2025 

There is growing momentum around 5G, with over 120 
operators globally undertaking 5G trials, and over 70 
announced plans for commercial launches. Device and 
network infrastructure vendors have also been active 
in announcements to highlight their 5G readiness, 
supporting operators in their trials and with the first 5G 
handsets already now slated for launch in 2019.

Approximately 40% of the mobile operators worldwide 
that have announced 5G commercial network plans will 
launch in 2019 (with the Middle East the earliest hive of 
activity), and the remaining 60% plan to launch in 2020 
or later, once NR standards are commercially available. 

Meanwhile, launch of commercial Mobile IoT (NB-IoT 
and LTE-M) networks has established the foundation 
for Massive IoT. Commercial licensed LPWA networks 
were available in 40 markets as of the end of November 
2018, and their global availability will increase further 
and be supported via global roaming agreements 
during 2019. 

Figure 1.5.1 shows GSMAi’s projected number of 
countries that will launch 5G by 2020 and 2025.

FIGURE 1.5.1

PROJECTED PLANS FOR 5G LAUNCHES PER COUNTRY (SOURCE: GSMA INTELLIGENCE)

1.5.1  5G trials and commercial launches 

Accelerating 5G momentum in developed markets 

Introducing the 5G Era
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3GPP Release 17

5 

for very high communication reliability and the possibility for very low latency. In the standardization 
community, both within 3GPP and International Telecommunications Union (ITU), critical MTC applications 
are often referred to as Ultra-reliable low-latency communication (URLLC).  

For information on the plethora of possible new use cases refer to 5G Americas White Paper, 5G Services 
Innovation, 2019.  

2.3 3GPP TIMELINE 

3GPP uses a system of parallel "Releases" which provide developers with a stable platform for the 
implementation of features at a given point and then allow for the addition of new functionality in subsequent 
Releases. Figure 2.3 illustrates the timeline for the most recent and near-time-future 3GPP Releases.  

 

Figure 2.3. 3GPP timeline for Release 15, 16, and 17. 

The 3GPP TSG Radio Access Network (TSG RAN) is responsible for the definition of the functions, 
requirements and involving radio performance, physical layer, and definitions of the operation and 
maintenance requirements of conformance testing for User Equipment and Base Stations. 

Release 15, finalized in June 2018, included the first version of the 5G/NR technology, together with a set 
of new features as part of the LTE evolution. The current main activity of 3GPP is Release 16. It includes 
several major enhancements and extensions to NR as part of the first step in the NR evolution, together 
with additional LTE extensions and enhancements. Release-16 finalization is targeted for March 2020, with 
the physical layer specifications already finalized in December of 2019.  The content of Release 16 is 
described in more details in Section 3.1.2 and 3.2.2 for LTE and NR respectively. 

Release 17 will be the main 3GPP activity during 2020 and 2021, with target finalization in July 2021. Initial 
discussions on the content of Release 17 were held at RAN #84 (June 2019), with additional discussions 
taking place at RAN# 85 (September 2019). After RAN#84, email discussions on some possible Release 
17 areas were initiated. These were complemented by further email discussions on additional possible 
Release-17 areas, initiated after RAN #85. The decisions on a set of study/work items for 3GPP Release 
17 were made at RAN #86 (December 2019).  

Overviews of key Release-17 features are provided in Section 3.1.3 and 3.2.3 for LTE and NR respectively. 

2.4 ITU-R AND THE 3GPP IMT-2020 SUBMISSION 

The ITU allocates global radio spectrum and satellite orbits, developing the technical standards that ensure 
that networks and technologies can seamlessly interconnect, and strive to improve access to information 
and communications technologies to underserved communities worldwide. Since the emergence of 3G 
mobile communication, each generation of wireless communication has been associated with a specific 
International Mobile Telecommunications (IMT) technology within ITU-R, the ITU Radiocommunication 
Sector.  

Improve network capacity, latency, coverage, power efficiency, and
mobility
• Extending the operation of NR to spectrum above 52.6 GHz to 71 GHz

• Introducing reduced capability NR devices (enabling services with a UE
complexity/capability trade-off in-between the conventional high-quality eMBB services and
the low-complexity services enabled LTE-MTC and NB-IoT)

• Enhanced Dynamic Spectrum Sharing (DSS)

• Multi-Sim devices

• More advanced Sidelink communications (D2D communications)

• Enabling broadcast/multicast services within NR

• Support for non-terrestrial networks (i.e., a satellite component of NR)
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6G - key enabling technologies

IFA’2019

Holographic 
Communications

Internet of 
BioNanoThings for 
Health Applications

Ambient Backscatter 
Communications for 

Energy Savings

Internet of Space 
Things with CubeSats

Internet of NanoThings

Cell-Free 
Communications

Pervasive AI/ML/DL

TeraHertz Band 
Communications

Quantum 
Communications

6G Radio: Reconfigurable 
Frontends for Dynamic Spectrum 

Access

6G Network Management:
Automated Service 

Decomposition

Intelligent 
Communication  
Environments
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Thank you!

lptelloq@ieee.org
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